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Abstract
Background Cardiovascular events (CVEs), which refer to a spectrum of conditions including heart attacks, stroke 
and peripheral vascular disease, are the primary cause of death among peritoneal dialysis (PD) patients, accounting 
for nearly 40% of deaths. Early identification of high-risk individuals is essential to lessen this burden. Machine learning 
is particularly suited for this task due to its ability to discern complex, non-linear relationships between various 
clinical variables, which is essential for accurately predicting CVEs in the context of PD. Our study aimed to develop 
a predictive machine learning model to identify PD patients at risk of CVEs, offering healthcare providers a tool for 
proactive intervention.

Methods A total of 251 PD patients were enrolled in the study, with an additional 42 patients included for external 
validation. Initially, 37 variables were collected but reduced to 25 via Lasso regression. Six supervised machine 
learning algorithms were evaluated, and XGBoost was chosen as the optimal model based on AUC. Both internal and 
external validation confirmed the model’s efficacy, and a web application was developed using the final XGBoost 
model, which utilized 12 selected variables.

Results Among the 251 patients, 40 (15.94%) developed CVEs. The XGBoost model demonstrated an AUC of 0.94 in 
5-fold cross-validation. A simplified XGBoost model using 12 variables demonstrated robust prediction capabilities 
with an AUC of 0.88 in 5-fold cross-validation and 0.78 in external validation. The top five predictors of CVEs were 
age at catheterization, height, HDL, gender and hemoglobin. According to the SHAP summary plot, older age 
at catheterization, shorter height, male gender, higher serum HDL and lower hemoglobin levels correlated with 
increased CVEs risk in PD patients.

Conclusions The machine learning model, based on 12 key variables, offers an effective tool for predicting CVEs in 
PD patients, enabling early identification of high-risk cases. This model has been integrated into a web application.
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Introduction
Peritoneal dialysis (PD), a widely used form of kidney 
replacement therapy, is essential for extending the lives 
of patients with end-stage renal disease worldwide [1]. 
While PD has made significant strides in treating chronic 
end-stage renal disease, enhancing patients’ quality of life 
and extending their lifespan, those relying on long-term 
PD face challenges due to a range of complex and severe 
complications. These include peritonitis, catheter mal-
function, infections, hernias, pleuroperitoneal leaks, poor 
ultrafiltration, and cardiovascular events (CVEs). These 
complications are diverse, persistent, and often progres-
sive, significantly hindering patient recovery [2–5].

Among the many complications related to PD, car-
diovascular pathology and CVEs stand out as major 
concerns. Advanced stages of chronic kidney disease, 
particularly stages G4 and G5, are characterized by a high 
prevalence of cardiovascular disease, affecting approxi-
mately 50% of patients [6]. This elevated cardiovascular 
risk is similarly reflected in PD patients, among whom 
CVEs account for nearly 40% of all deaths [7, 8]. CVEs 
significantly affect the long-term survival and quality 
of life for PD patients, impacting them both physically 
and mentally. Several factors contribute to cardiovascu-
lar issues in PD patients, including common risk factors 
such as alcoholism, smoking, obesity, hyperlipidemia, 
diabetes, and hypertension [9]. Hypertension is very 
common in PD patients, and it affects about 90% of PD 
patients [10]. Hypertension in PD patients often corre-
lates with fluid overload [11]. Factors linked to end-stage 
renal disease include inflammation, malnutrition, pro-
tein-energy wasting, endothelial dysfunction, oxidative 
stress, calcification, and anemia [9]. Low mean corpusu-
lar hemoglobin concentration is an independent predic-
tor of non-atherosclerotic cardiovascular disease in new 
dialysis patients [12]. Unique abnormal lipid metabolism 
and inflammation in the context of uremia are associ-
ated with the development of coronary artery disease 
[13]. Factors associated with peritoneal dialysis include 
advanced glycation end products, residual renal function, 
and ultrafiltration failure [9]. Residual renal function is 
inversely associated with left ventricular hypertrophy in 
peritoneal dialysis patients [14]. Biocompatible dialysate 
may reduce peritoneal membrane damage [15]. Given 
this multifactorial pathogenesis, identifying key risks is 
crucial.

In this study, we developed a machine learning model 
to predict CVEs risk in PD patients, aiming to enable 
early intervention.

Materials and methods
Study population
In this study, we used data from 251 PD patients to estab-
lish and internally validate the model. Inclusion criteria: 

patients on peritoneal dialysis regularly followed up at 
Xinqiao Hospital’s Nephrology Department from Janu-
ary 2018 to December 2020; All patients had complete 
clinical data and biological samples, including medical 
history, physical exams, lab tests, imaging, and other rel-
evant information; Age ≥ 18 years old. Exclusion criteria: 
patients who had a prior diagnosis of any condition clas-
sified as CVEs before the initiation of peritoneal dialysis, 
as defined in our study; patients who had been on peri-
toneal dialysis for less than 3 months. The ethical review 
board approved the study, and individual patient consent 
was waived due to data de-identification. An additional 
42 PD patients served as an external validation group. 
The external validation cohort was selected from the 
same hospital, but a different time period, specifically 
from January to December 2017. The external cohort was 
representative of a different temporal population, which 
can help assess the model’s robustness over time. Inclu-
sion criteria for the external validation group were similar 
to those of the primary cohort. For the external validation 
group, we specifically selected 21 PD patients who expe-
rienced CVEs and another 21 PD patients who did not 
experience CVEs. This balanced approach helped ensure 
that the predictive performance of the model could be 
adequately evaluated across a range of outcomes.

Sample size
The sample size was determined based on both statisti-
cal considerations and practical clinical constraints. The 
traditional rule of 10 events per predictor variable (EPV) 
was originally developed for logistic regression models, 
and recent machine learning studies have shown that 
this rule may be overly conservative for modern predic-
tive modeling approaches. Several recent methodological 
studies have demonstrated that machine learning models 
can achieve reliable performance with lower EPV ratios 
when appropriate validation and optimization strate-
gies are employed [16, 17]. To ensure model reliability, 
we implemented comprehensive methodological strate-
gies: First, we applied dimensionality reduction through 
LASSO regression, which effectively reduced the num-
ber of variables from 37 to 25. Subsequently, we further 
refined the model by reducing the variables to 12 by AUC 
increment curves, thereby optimizing the model’s com-
plexity for the available data. Additionally, we utilized 
the 5-fold cross-validation to assess and ensure stability 
of the model. Finally, we appropriately addressed class 
imbalance. Therefore, our sample size of 251 should be 
appropriate for machine learning approach.

Data collection and data pre-processing
Demographic characteristics, clinical conditions, clinical 
examination data and laboratory test data were collected 
from the electronic medical record system of Xinqiao 
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Hospital at the first peritoneal equilibration test after PD 
treatment. A total of 37 variables were included, includ-
ing demographic data, laboratory test data, and perito-
neal equilibration test related parameters. Data on CVEs 
that occurred during the entire duration of peritoneal 
dialysis treatment were collected. Two investigators (D.Z. 
and L.Z.) manually collected all data, with an overall 
missing rate of 2.2%. Missing values were imputed using 
multiple imputation [18], and density plots were utilized 
to compare data distributions pre- and post-imputation.

Definition of CVEs in PD patients
CVEs in PD patients are defined as coronary artery 
events, cerebrovascular diseases, peripheral arterial 
diseases, and other unexplained cardiovascular abnor-
malities that occur after the initiation of PD treatment. 
Specifically, these encompass myocardial infarction, 
acute coronary syndromes, congestive heart failure, both 
hemorrhagic and non-hemorrhagic cerebrovascular dis-
ease, and peripheral vascular conditions like arterial 
embolism, diabetic foot, and non-traumatic amputations 
[19–21]. PD patients received hospital follow-ups every 
six months and monthly outpatient checks until CVEs 
occurred, PD ceased, they died from any cause, or follow-
up ended on December 31, 2023. For patients not attend-
ing hospital follow-ups, phone contact was used.

Machine learning
Machine learning is a subset of artificial intelligence that 
enables computers to learn from data and make predic-
tions [22]. In this study, we used machine learning algo-
rithms to identify PD patients who developed CVEs 
during treatment. The machine learning model under-
went both internal and external validation. Eighty percent 
of the dataset served as the internal training set, with the 
remaining 20% used for internal validation. Additionally, 
42 PD patients were included as the external validation 
set [23]. In 5-fold cross-validation, the entire dataset was 
randomly divided into five equal parts. The model was 
trained using four parts and tested on the remaining part, 
which served as the internal validation set. This process 
repeated five times, ensuring each part was used for vali-
dation once. The results from the five runs were averaged 
to obtain an overall assessment of the model’s perfor-
mance. This method improves evaluation accuracy and 
reduces the impact of random data partitioning [24]. The 
Synthetic Minority Over-sampling Technique (SMOTE) 
was used to address data class imbalance. Unlike simple 
over-sampling or under-sampling, SMOTE created syn-
thetic minority class examples. This method selected 
minority class samples and generated new instances near 
them, preserving the original dataset’s complexity and 
distribution, thereby enhancing the model’s reliability 
when handling imbalanced data [25]. Lasso regression 

was used for variable selection. Specifically, L1 regular-
ization introduces a penalty term to the loss function 
that is proportional to the absolute values of the vari-
ables, which effectively reduces the importance of less 
relevant variables. This causes many of the variable coef-
ficients to tend towards zero, effectively performing 
variable selection. By compressing the regression coeffi-
cients of unnecessary variables to zero, it retains only the 
most impactful features, reducing model complexity and 
enhancing generalization capability [26]. We use the fol-
lowing six supervised machine learning methods to build 
predictive models: random forest (RF), Gradient Boost-
ing Decision Tree (GBDT), extreme gradient boosting 
(XGBoost), ensemble learning (RF + XGBoost), categori-
cal boosting (CatBoost) and Light Gradient Boosting 
Machine (LightGBM). To strike a balance between model 
performance, simplicity, and clinical interpretability, 
we ranked the 25 variables based on their importance 
and sequentially incorporated them into the model that 
yielded the highest area under the curve (AUC) value, 
monitoring the change in AUC with each variable’s inclu-
sion. As the number of variables in the model increased, 
the performance enhancement effect of each additional 
variable showed a diminishing trend. Based on these 
observations, we constrained the number of variables in 
the model to 12, thereby constructing a prediction model 
that is both efficient and concise.

To evaluate the model’s effectiveness, we utilized the 
area under the receiver operating characteristic (ROC) 
curve. For interpretability, we employed the ROC curve, 
a feature importance map, SHapley Additive exPlana-
tions (SHAP) plots, and other graphical aids. SHAP plots 
provided insights into the prediction mechanisms by 
illustrating the impact of individual features and elucidat-
ing the model’s decision process. SHAP summary plots 
offered an overview of feature importance, while SHAP 
dependence plots highlighted relationships between 
features. After external validation, we developed a web 
application for the predictive model using Streamlit, an 
open-source framework for creating and sharing data sci-
ence applications. All data analyses were conducted using 
Python (version 3.11.5) and R (version 4.3.3).

Results
Study population and study design
The overall workflow of the study and patient information 
are illustrated in Fig.  1. Specifically, the study included 
251 PD patients. Among these, 40 (15.94%) PD patients 
experienced CVEs during PD, while 211 (84.06%) did 
not. Variables showing significant differences between 
the two groups included age at catheterization, albumin 
levels, and prealbumin levels (Table 1). To address group 
imbalance, SMOTE over-sampling was applied, followed 
by Lasso regression to select 25 variables from an initial 
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set of 37 (Supplementary Figure 1). These 25 variables 
were used in six machine learning algorithms to exam-
ine the association between variables and CVEs. Eighty 
percent of the PD patients were randomly assigned to 
the training set, and the remaining 20% were allocated 
for the validation set (Supplementary Table 1). XGBoost 
achieved the best prediction performance among the six 
models. The variables were then included in the XGBoost 
model one by one based on their importance. Ultimately, 
a CVEs risk prediction model incorporating 12 variables 
was developed. Additionally, an external validation set 
was used to confirm the model’s robustness.

Establishment and selection of machine learning models
We employed six machine learning methods, and 
XGBoost achieved the best AUC of 0.96 among them 
(Fig.  2A). Consequently, we selected the XGBoost 
model for our subsequent analyses. The XGBoost model 
achieved a threshold of 0.61, a Youden index of 78.33%, 
sensitivity of 93.33%, specificity of 85.00%, an F1 score 
of 0.88, a positive predictive value of 0.84, a negative 
predictive value of 0.91, and an accuracy of 0.87 (Sup-
plementary Table 2). Figure  2B shows the 5-fold cross-
validation average AUC value of XGBoost model, which 
is 0.940 ± 0.03. Figure  2C shows the ranking of feature 
importance for all 25 variables in the XGBoost model. 
Subsequently, we sequentially entered all 25 variables 
into the XGBoost model in order of feature importance 

and showed the growth of the model AUC value. It was 
found that the model could achieve good prediction per-
formance after inputting the 12th variable (Fig.  2D). In 
order to further simplify the model and improve the gen-
eralization, we use these 12 variables to re-establish the 
XGBoost model.

XGBoost model based on 12 variables
We established a new XGBoost model based on the pre-
viously selected 12 variables, achieving an AUC value of 
0.91 for the ROC curve (Fig. 3A). A 5-fold cross-valida-
tion of the XGBoost model yielded an average AUC of 
0.88 ± 0.03 (Fig.  3B). Figure  3C demonstrated that both 
the training error and the test error gradually decreased 
and plateaued, indicating steady learning by the model. 
The SHAP summary plot revealed the importance of 
each feature in the model prediction and its influence 
trend (Fig.  3D). The top five contributing factors were 
age at catheterization, height, HDL, gender, and hemo-
globin. Older age at catheterization, shorter height, male 
gender, higher serum HDL, and lower hemoglobin were 
associated with a higher risk of CVEs. We validated the 
XGBoost model using an external validation set of 42 
patients, with an AUC value of 0.78 (Fig. 3E). Figure 3F 
displayed the confusion matrix for the model’s external 
validation.

Fig. 1 Study schematic. In this study, 251 PD patients were included, and SMOTE was applied to address data imbalance. Lasso regression identified 25 
variables from 37 in the oversampled Cohort 1. Further refinement led to an XGBoost model with 12 variables. Cohort 2 served for external validation. Ab-
breviations: CVEs, cardiovascular events; NCVEs, non-cardiovascular events; SMOTE, Synthetic Minority Over-sampling Technique; GBDT, Gradient Boost-
ing Decision Tree; XGBoost, extreme gradient boosting; CatBoost, categorical boosting; LightGBM, Light Gradient Boosting Machine
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Overall non-CVEs CVEs P value
Number of patients, n 251 211 (84.06%) 40 (15.94%)
Duration of PD (month) 21.00 [11.00, 35.00] 21.00 [11.00, 35.00] 19.50 [11.75, 36.25] 0.867
Age at catheterization (years) 38.29 (11.21) 37.34 (10.84) 43.33 (11.91) 0.002
Female, n (%) 77 (30.7) 64 (30.3) 13 (32.5) 0.852
Primary disease, n (%) 0.217
 primary glomerular disease 204 (81.3) 175 (82.9) 29 (72.5)
 hypertensive nephropathy 22 (8.8) 18 (8.5) 4 (10.0)
 diabetic nephropathy 9 (3.6) 6 (2.8) 3 (7.5)
 Other 16 (6.4) 12 (5.7) 4 (10.0)
Diabetes history, n (%) 14 (5.6) 9 (4.3) 5 (12.5) 0.053
Height (cm) 165.47 (7.38) 165.76 (7.28) 163.93 (7.79) 0.149
Weight (kg) 60.85 (11.02) 60.77 (10.91) 61.26 (11.68) 0.801
BMI (kg/m2) 22.09 (3.16) 22.01 (3.16) 22.54 (3.13) 0.326
Marital status, n (%) 0.352
 unmarried 40 (15.9) 36 (17.1) 4 (10.0)
 Married 203 (80.9) 169 (80.1) 34 (85.0)
 Divorce 8 (3.2) 6 (2.8) 2 (5.0)
PD type, n (%) 0.350
 CAPD 212 (84.5) 176 (83.4) 36 (90.0)
 APD 39 (15.5) 35 (16.6) 4 (10.0)
SBP (mmHg) 148.42 (18.74) 148.08 (18.66) 150.25 (19.31) 0.502
DBP (mmHg) 96.83 (13.34) 97.04 (13.06) 95.72 (14.86) 0.569
Residual urine volume (ml/d) 869.67 (473.08) 874.91 (467.73) 842.02 (505.70) 0.688
Residual urine volume < 400 mL/d, n (%) 44 (17.5) 36 (17.1) 8 (20.0) 0.653
Albumin (g/L) 39.90 [36.85, 42.60] 40.20 [37.40, 42.95] 38.60 [35.43, 40.20] 0.003
Prealbumin (mg/L) 398.00 [348.00, 447.00] 408.00 [356.50, 451.50] 360.30 [313.70, 423.50] 0.010
Urea (mmol/L) 18.12 (5.46) 18.13 (5.48) 18.08 (5.45) 0.96
Creatinine (umol/L) 886.46 (285.59) 894.39 (284.91) 844.61 (289.15) 0.313
EGFR (ml/min/1.73 m2) 6.21 (2.22) 6.16 (2.19) 6.46 (2.39) 0.432
Uric acid (umol/L) 409.38 (92.17) 408.67 (90.04) 413.12 (103.88) 0.780
Calcium (mmol/L) 2.26 (0.22) 2.26 (0.22) 2.26 (0.22) 0.884
Phosphorus (mmol/L) 1.52 (0.39) 1.52 (0.40) 1.51 (0.34) 0.818
Hemoglobin (g/L) 110.98 (20.60) 111.68 (20.76) 107.33 (19.56) 0.221
Blood glucose (mmol/L) 5.02 (0.89) 4.99 (0.88) 5.20 (0.92) 0.166
Triglyceride (mmol/L) 1.73 (1.01) 1.78 (1.06) 1.46 (0.61) 0.070
Total cholesterol (mmol/L) 4.85 (1.11) 4.88 (1.14) 4.73 (0.96) 0.460
HDL (mmol/L) 1.20 (0.32) 1.18 (0.32) 1.29 (0.36) 0.052
LDL (mmol/L) 2.84 (0.86) 2.86 (0.90) 2.76 (0.63) 0.535
PTH (pg/ml) 402.62 (304.29) 410.00 (311.53) 363.68 (262.91) 0.378
Total Kt/V 2.20 (0.59) 2.18 (0.51) 2.33 (0.91) 0.159
Residual kidney Kt/V 0.68 (0.50) 0.68 (0.43) 0.72 (0.77) 0.601
Dialysis Kt/V 1.55 (0.38) 1.54 (0.36) 1.59 (0.48) 0.434
Total Ccr (mL/min) 73.88 (23.79) 73.17 (21.11) 77.65 (34.78) 0.275
Residual kidney Ccr (mL/min) 33.92 (23.74) 33.55 (21.32) 35.91 (34.06) 0.565
Dialysis Ccr (mL/min) 39.65 (7.95) 39.29 (7.91) 41.57 (7.98) 0.096
PET, n (%) 0.699
 High transport 25 (10.0) 21 (10.0) 4 (10.0)
 High average transport 110 (43.8) 89 (42.2) 21 (52.5)
 Low average transport 96 (38.2) 83 (39.3) 13 (32.5)

Table 1 Patient characteristics
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Web-app for predicting the risk of CVEs in PD patients
We built a web application using the XGBoost model 
with 12 variables and posted it online, enabling doctors 
and nurses to evaluate the risk of CVEs in PD patients 
(Supplementary Figure 2). The website is as follows:  h t t p  s 
: /  / p d -  c v  e - p  r e d  i c t i  o n  - t o  o l .  s t r e  a m  l i t . a p p / .

Discussion
In this study, we developed and validated a machine 
learning model to predict the risk of CVEs in PD patients. 
Using data from 251 patients, we applied six machine 
learning algorithms. The XGBoost model showed the 
highest predictive accuracy, achieving an average AUC of 

Fig. 2 Development of machine-learning models and selection of variables. A ROC plot of 6 machine learning; B 5-fold cross-validation of XGBoost; C 
Feature importance plot of XGBoost; D AUC increment plot of XGBoost. Abbreviations: XGBoost, extreme gradient boosting; CatBoost, categorical boost-
ing; GBDT, Gradient Boosting Decision Tree; LightGBM, Light Gradient Boosting Machine; ROC, Receiver Operating Characteristic; AUC, Area Under the 
Curve; SBP, systolic blood pressure; DBP, diastolic blood pressure; HDL, high-density lipoprotein; PTH, Parathyroid Hormone; Kt/V, Urea Reduction Ratio; 
Ccr, Creatinine Clearance; PET, Peritoneal Equilibration Test

 

Overall non-CVEs CVEs P value
 Low transport 20 (8.0) 18 (8.5) 2 (5.0)
Peritonitis, n (%) 84 (33.5) 67 (31.8) 17 (42.5) 0.203
Continuous variables that conform to a normal distribution are expressed as mean (standard deviation), continuous variables that are not normally distributed 
are expressed as median [interquartile spacing], and categorical variables are expressed as number (%). Abbreviations: CVEs, cardiovascular events; PD, Peritoneal 
Dialysis; BMI, body mass index; CAPD, Continuous Ambulatory Peritoneal Dialysis; APD, Automated Peritoneal Dialysis; SBP, systolic blood pressure; DBP, diastolic 
blood pressure; eGFR, estimated glomerular filtration rate; HDL, high-density lipoprotein; LDL, low-density lipoprotein; PTH, Parathyroid Hormone; Kt/V, Urea 
Reduction Ratio; Ccr, Creatinine Clearance; PET, Peritoneal Equilibration Test

Table 1 (continued) 

https://pd-cve-prediction-tool.streamlit.app/
https://pd-cve-prediction-tool.streamlit.app/


Page 7 of 10Liu et al. BMC Nephrology          (2025) 26:177 

Fig. 3 XGBoost model with 12 variables. A ROC plot; B 5-fold cross-validation; C Iterative learning curve; D SHAP summary plot. Each point represents 
a sample; its color indicates the magnitude of the feature value, and its position on the X-axis shows the SHAP value. The SHAP value signifies the mag-
nitude and direction of the feature’s influence on the model prediction; E ROC plots containing external validation; F. Confusion matrix plot. Abbrevia-
tions: ROC, Receiver Operating Characteristic; AUC, Area Under the Curve; SBP, systolic blood pressure; HDL, high-density lipoprotein; PTH, Parathyroid 
Hormone; Ccr, Creatinine Clearance; PET, Peritoneal Equilibration Test
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0.94 in 5-fold cross-validation. We further simplified the 
model to include 12 variables without sacrificing predic-
tive performance, maintaining an average AUC of 0.88 
in 5-fold cross-validation and an AUC of 0.78 in external 
validation. Additionally, we created a web-based tool to 
facilitate real-time CVE risk assessment in clinical prac-
tice. These results suggest that machine learning can be a 
valuable tool for predicting CVEs in PD patients, poten-
tially improving patient care through earlier risk identifi-
cation and intervention.

The XGBoost model, based on 12 variables, identified 
age at catheterization, height, HDL, gender, and hemo-
globin as the top five predictive factors. Among these 
factors, age, gender, and height at catheterization are 
non-modifiable. The SHAP summary plot indicates that 
older age at catheterization, shorter height, and male 
gender are linked to a higher risk of CVEs according 
to our model. Age has been recognized as a traditional 
factor contributing to CVEs [27]. Roderburg et al. ana-
lyzed 657,310 outpatients in Germany and found that 
lower height was associated with a higher prevalence of 
hypertension, coronary heart disease, heart failure, and 
ischemic stroke, regardless of gender [28]. This popula-
tion-level evidence suggests height may serve as a pos-
sible risk stratification tool for CVEs, which may also be 
useful in PD patients. Our research indicates that male 
patients undergoing peritoneal dialysis have a higher risk 
of CVEs compared to females, consistent with the trend 
of gender impact on CVEs risk in the general population. 
A review article delved into the role of gender in CVEs 
risk, highlighting how gender may increase CVEs risk in 
men by influencing traditional cardiovascular risk fac-
tors such as hypertension, smoking, diabetes, physical 
inactivity, and obesity [29]. Dev R et al. analyzed gender 
differences in cardiovascular health in six South Asian 
countries and found that women had better cardiovas-
cular health. Sex-related factors such as marital status 
and family size are associated with poorer cardiovascular 
health and higher CVEs risk, and the effect is more pro-
nounced among men [30]. Our study suggests that HDL 
can be used as a tool to predict the risk of CVEs in PD 
patients. The SHAP summary plot revealed that higher 
HDL levels correlated with an increased risk of CVEs, 
challenging the conventional wisdom that higher HDL 
levels are protective. Current studies suggest a U-shaped 
relationship between HDL levels and CVEs mortality, 
where both low and high levels of HDL can increase the 
risk [31–33]. In PD patients, HDL often exhibits dysfunc-
tion, shifting towards a more proinflammatory phenotype 
[34], which correlates with elevated mortality risk [35]. 
The SHAP summary plot suggested that lower hemoglo-
bin would increase the risk of CVEs in PD patients. Ane-
mia is associated with risk for coronary artery disease in 
a Mendelian randomization study [36]. Previous studies 

have shown that recombinant erythropoietin can reduce 
left ventricular mass index and improve left ventricular 
hypertrophy by correcting anemia in patients with severe 
renal failure [37].

This study possesses several strengths. It utilized a 
comprehensive dataset derived from actual PD patients, 
ensuring the results are clinically applicable. The study 
incorporated standard clinical examination metrics as 
variables, resulting in an XGBoost model incorporat-
ing 12 clinically relevant factors, thereby simplifying 
the model without compromising predictive accuracy. 
The model’s robustness was further confirmed through 
external validation. A web application was developed to 
facilitate real-time clinical deployment, integrating pre-
dictions into routine care for early identification of high-
risk individuals and targeted interventions. This approach 
may improve patient outcomes by reducing adverse 
CVEs. Despite these strengths, the study does have limi-
tations. It was conducted within a single institution with 
a relatively limited external validation, which may limit 
generalizability. The observed AUC value was lower in 
the external validation, possibly due to the small sample 
size amplifying outliers’ effects. The external validation 
cohort, from January to December 2017, represents a 
different temporal population, which could affect model 
performance. Despite the drop in AUC, the external 
validation still demonstrates acceptable discriminatory 
power, suggesting that the model can generalize reason-
ably well to similar populations. Further validation in 
larger, more diverse cohorts is needed to fully assess the 
robustness and generalizability of the model. Addition-
ally, unmeasured variables or confounders may influence 
the model’s predictions, and the web application’s inte-
gration into clinical practices requires further validation.

Conclusion
Our machine learning model provides a practical tool for 
CVE risk stratification in PD patients using routinely col-
lected parameters. Clinical implementation could enable 
targeted interventions for high-risk individuals, though 
broader validation remains essential.
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